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Probability Review – 2.1 Fundamental Stuff 

2.1.1 Randomness 

 Unpredictability 

 Outcomes we can’t predict are random 

 Represents an inability to predict 

 Example: rolling two dice 

Sample Space 

 Set of all outcomes of interest 

 Dice example 
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Event 

 Subset of outcomes 

 Example: rolling higher than a 10 

2.1.2 Probability 

 Between 0 and 1 (or a percentage) 

 “The probability of an event is the proportion of times it occurs in 

the long run” 

 Probability of rolling 7, 12, or higher than 10? 

  



3 

2.2 Random Variables 

 Translates random outcomes into numerical values 

 Die roll has numerical meaning 

 RVs are human-made 

 Example: temperature in Celsius, Fahrenheit, Kelvin 

 RVs can be discrete or continuous 

 A continuous RV always has an infinite number of possibilities 

 Probability of temp. being -20 tomorrow? 

 Random variable vs. the realization of a random variable 

  



4 

2.3 Probability function 

Probability function = probability distribution = probability 

distribution function (PDF) = probability mass function (PMF) = 

probability function 

 Usually an equation 

 Probability function: (i) lists all possible numerical values the RV 

can take; (ii) assigns a probability to each value. 

 Prob. function contains all possible knowledge we can have about 

an RV 

 2.3.1 Example: die roll 
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 2.3.2 Example: a normal RV 

 
 Probability function for die roll in a picture: 
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2.3.3 Probabilities of events 

Probability function can be used to calculate the probability of events 

occurring. 
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2.3.4 Cumulative distribution function (CDF) 

 CDF is related to the probability function 

 It’s the prob. that the RV is less than or equal to a particular value 

 In a picture: 
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2.4 Moments of a random variable 

 “Moment” refers to a concept in physics 

 1st moment is the mean 

 2nd (central) moment is the variance 

 3rd is skewness 

 4th is kurtosis 

 Covariance and correlation is a mixed moment 

Moments summarize information about the RV. Moments are 

obtained from the _______________.  
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2.4.1 Mean (expected value) 

 Value that is expected 

 Average through repeated realizations of the RV 

 Determined from the probability function (do some math to it) 

 Mean is summarized info that is already contained in the prob. 

function 

 

 Let Y be the RV 

 Mean of Y = expected value of Y = 𝜇𝑌 = E[Y] 

 If Y is discrete: 

The mean is the weighted average of all possible outcomes, 

where the weights are the probabilities of each outcome. 
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The equation for the mean of Y (Y is discrete): 

 

 

Exercise: calculate the mean die roll. 

 

What are the properties of the mean? 
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The equation for the mean of y (y is continuous): 

 

The mean is different from the median and the mode, although all are 

measures of central tendency. 

 

The mean is different from the sample mean or sample average. 

The mean comes from the probability function. The sample 

mean/average comes from a sample of data. 
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2.4.3 Variance 

 Measure of the spread or dispersion of a RV 

 Denoted by 𝜎2. The variance of y would be 𝜎𝑦
2 and the variance of 

X would be 𝜎𝑋
2 

 Variance is the expected squared difference of a variable from its 

mean 

 Equation: 
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 For variance (the 2nd moment), we are taking the expectation of a 

squared term 

 For skewness (the 3rd moment), we would take the expectation of a 

cubed term, etc. 

 

Exercise: calculate the variance of a die roll 

 

What are the properties of the variance? 

 

Exercise: I change the sides of the die to equal 2,4,6,8,10,12. What is 

the mean and variance of the die roll? 

 

Exercise: What is the mean and variance of the sum of two dice? 



15 

2.4.5 Covariance 

 Measures the relationship between two random variables 

 Random variables Y and X have a joint probability function 

 Joint prob. func.: (i) lists all possible combos of Y and X; (ii) assign 

a probability to each combination 

 A useful summary of a joint probability function is the covariance 

 The covariance between Y and X is the expected difference of Y 

from its mean, multiplied by the expected difference of X from its 

mean 

 Covariance tells us something about how two variables are related, 

or how they move together 

 Tells us about the direction and strength of the relationship 

between two variables 
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2.4.6 Correlation 

 Correlation usually denoted by 𝜌 

 Similar to covariance, but is easier to interpret 

 


